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LAB #1 - The API Server

1.1 - Connection Refused

When it is not possible to connect to the K8s API server, you will see an error such as this:
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trainee@kubemaster:~$ kubectl get pods
The connection to the server localhost:8080 was refused - did you specify the right host or port?

As a general rule, this error is caused by one of three situations:

The kubelet service

Check that the kubelet service is enabled and running on the controller:

trainee@kubemaster:~$ su -
Mot de passe : fenestros

root@kubemaster:~# systemctl status kubelet

® kubelet

Active:
Docs:
Main PID:
Tasks:
Memory:
CPU:
CGroup:

.service - kubelet: The Kubernetes Node Agent
Loaded:
Drop-In:

loaded (/lib/systemd/system/kubelet.service; enabled; vendor preset: enable
/etc/systemd/system/kubelet.service.d

L-10-kubeadm. conf

active (running) since Fri 2022-09-16 09:29:34 CEST; 1 weeks 4 days ago
https://kubernetes.io/docs/home/

550 (kubelet)

17 (limit: 4915)

129.6M

4h 16min 54.676s

/system.slice/kubelet.service

L 550 /usr/bin/kubelet --bootstrap-kubeconfig=/etc/kubernetes/bootstrap-kub

Warning: Journal has been rotated since unit was started. Log output is incomplete or
lines 1-14/14 (END)

[q]
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The KUBECONFIG variable

If you are using the root account to interact with K8s, check that the KUBECONFIG variable is set correctly:

root@kubemaster:~# echo $KUBECONFIG
/etc/kubernetes/admin.conf

The $HOME/.kube/config file

If you are using a normal user account to interact with K8s, check the contents of the $HOME/.kube/config file and that it has the correct
permissions:

root@kubemaster:~# exit
déconnexion
trainee@kubemaster:~$

trainee@kubemaster:~$ cat $HOME/.kube/config
apiVersion: vl
clusters:
- cluster:

certificate-authority-data:
LSOtLS1CRUdAITiBDRVIUSUZIQOFURSOtLSOtCk1ISUMvakNDQWVhZOF3SUJIBZO1CQURBTkIna3Foa2 lHOXcwQkFRcOZBREFWTVINdOVRWURWUVFER
XdwcmRXSmwKY201bGRHVNpNQjRYRFRIeU1lEa3dOREEzTXpVek5sb1hEVE15TURrd®@1UQTNNelV6 TmxvdOZURVRNQKVHQTFVRQpBeE1LYTNWaVpYSn
VaWFJsY3pDQOFTSXdEUV1KS29aSWh2Y05BUUVCQLFBRGANRVBBRENDQVFvQ2dnRUIBS2RICMIPbXpsd2xEdXdDSWhPAEK5aEVVYXpMWjNhNEXDVVR
yZD1Id1BSWDBYZGZGS2w3S290S3RXYVhjK1pBbFNBazAKaXVZYzEINX1IQ3ViYUEyU1FmYzZFMELIZ25IS1FqSy9WSTI1Szc1Zjg5NHk5dGlvczVo
cldDemdodUhUTKEwTgpyZmhzb01PMHBHUOJEdSt rR11pN251QVZwZUwyL2]jYy8xdzVyaEh4bGFackNsaFNsaVJIQcWFqc LFyVWNSWm51Ck9XS09TW
jNObi9neTRGUKt1RXpzOTL1INU140Xp2YOIXWCI9zSTRqYjJoRWQONNBUTG10MIM4ANEF jQzR6RO1iRHEKSHY@aDMrallkbmE5YUJwN3hSWGNHNWR1ZV
11Yzhramt1dEhGULNMYULLSzBYa2lCbEtBOHROYU1tSkYrczRMdgplbLhDTEpYd1RCWWtGd3RMemc4QOF3RUFBYU5aTUZjdORNWURWUjBQQVFILO]
BUURBZOt rTUE4ROEXVWRFAOVCCi93UUZNQU1CQWY4dOhRWURWUjBPQkJZRUZOdACtnOEJtVWNoekY4My9ZSEcveWIxaVdmcOINQLVHQTFVZEVRUUBK
TUF5QONtdDFZbVZ5Ym1IWMFpYTXdEUV1KS29aSWh2YO5BUUVMQLFBRGANRUIJBRWZOMHoyVn16dUxiek5Y0C9pcApOVFFGV2Q4TDIVMUVG6LOFKZZR2a
kpMTG9VcmVKTHhtckpMcW1Yc3JUU2hCYXYzODIxcHRjeDhgNktRRjMwZzIyCnIxSUxuNzNSNFABYVIKNFgwM2dtUGLlheWlmZzdYOHFNaEpjbmtgRl
N3Vy92VUt1YWkvcDdpWkFQMUVCL1FtUFgKNXphUEZIT1d3QWIvQzU2ZmxrMmpJcVE3bmRvL2VpOFRsdTI5SMG1IYUdGSFRPUOhCYK1ReEE3R]jVUV3Z
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XQO015aQpPdTASREFZdnU3dGFSZ1A1SkhVdF1QLOVady9KMUxlaWx rL3ZMbStTSXVOLOpuR2hvTDIUdWVQUNA3TCtXRWswCINrS3RKQkVFQ2hVYkdz
ZVN2RndEdS96N1gvQXFtSXRyQXJInVy9mTLV1ITWIOGRHOOMXFLY114ekZuZ2hkSTN5WGSKQ25NPQotLSOtLUVORCBDRVIUSUZIQOFURSOtLSOtCg==
server: https://192.168.56.2:6443
name: kubernetes
contexts:
- context:
cluster: kubernetes
user: kubernetes-admin
name: kubernetes-admin@kubernetes
current-context: kubernetes-admin@kubernetes
kind: Config
preferences: {}
users:
- name: kubernetes-admin
user:
client-certificate-data:
LSOtLS1CRUdJITiBDRVIUSUZJIQOFURSOtLSOtCk1ISURJVENDQWdtZOF3SUIBZ0O1JZDVaTG1l0Yngl0Dh3RFFZSktvWklodmNOQVFFTEJRQXdAGVEVUT
UJFROEXVUUKQXhNS2EzVmlaWEp1WlhSbGN6QWVGdzB5TWpBNU1EUXd0ekOxTXpaYUZ3MHINekE1ITURReE1ESTRNakJhTURReApGekFWQmdOVkJIBb1
REbk41YzNSbGJUCHRZWE4wW1hKek1Sa3dGd11EVIFRREV4QnJkVOpsY201bGRHVnpMVOZrCmIXbHVNSUTCSWpBTkIna3Foa21HOXcwQkFRRUZBQU9
DQVE4QU1JSUJDZOtDQVFFQTZLLY8zREhnczZ1c2VBaDIKWitVdFZxekRSRERIMUt5RjB2V1lhtUml6alcyVHR3dEh]jS3NKV3dUcVprS3BMb2hMSndN
VUEyeV1rS04xWXpLRwpjVWc4N2VvcGIBCWRTS3dFc1BOdHZ5WIBPK2VrQ3AxQVoldXA5T3cxM1FVQkZHZVpkR2haVkZHV1paaWNsMkQzCnRjY3dqc
mhDS3pUcmVhMTFOWKZIWGZqTmxnaXN1Yk4rbGZEcDM4K313cVBDQXNrWkdlYUFZcFlvSX1qR1QwSS8KNDA2dX1peUI10HdxaE1zQjU3S1INWWko3K0
1ncGROSjVCcmZ0eE51TNNg3cmQ3TXNwbOVWeX1BULBMdk50WTdWagoOVGYMSm9aNDYwci81cG5EW] LXbFg rMnN2VXRFRjVIcmdoMnZhU3pLNHBWaEJ]
RS2M3S52dSdXVtZjBFYnphWXhWCmQ5eUVDUUTEQVFBQmM8xWXdWREFPQmdOVKhROEJBZjhFQkFNQOJIhQXdFd11EV1IwbEIBd3dDZ11JS3dZQkJRVUgK
QXdJdORBWURWUjBUQVFILOJIBSXdBREFMQmdOVKhTTUVHREFXZ0JUYmZVUEFabEhJY3hmTi8yQnh20GO5WWxuNwpDREFOQmdrcWhralc5dzBCQVFzR
kFBTONBUUVBaFNNTGkrQStsQmkyQUI1K1IXTTRLNmRYR]jcORjNVUINKT3pWCjlkQmppejV2czdtSkFNeURrLzBYQz1laVmhER2N1QnZiQ1RzWVBuUOH
h1ZXVeUm160GI2Ny8zNW4rVUp0S1ZoRFgKdmdaejlkQmFSQ3ZtVStoV1RueW5CUU9TRDTEQ2RuUQXA2Z1JCNE9oN1pEOXNXZGXx00EMrbTBMaXE1UzV
5Uy925QpVeWVQZ096aWlZMLF5ajdwTjhqczd50G9Ia21G0TM2N1h3VOVoK11WeGgxcG9iMGhIalZBUEZVS25EdOXKS2N1CmY4M1BSUOdSWVZoaV1lw
ZFM2ZTg1TFhxRkkwMVdqd2txVVo4NHhPVVYyekVCSGLIZOTKNO9VbjArbEY rQW8wVkoKZ112L2kzYW9IcUsxc21kejVijWWNxQT1PaWlxalZ5RWV6c
zhjSOxYbFRnZ2VQM2k rOVE9PQotLSOtLUVORCBDRVIUSUZIQOFURSOtLSOtCg==
client-key-data:
LSOtLS1CRUAITiBSUOEQUFJJVKFURSBLRVKtLSOtLQpNSUTFb3dJQkFBSONBUUVBNksvLZNESGdzNnVzZUFoMlorVXRWcXpEUKRESDFLeUYwdlZYb
VIpempXMLIROA3RICMNLcOpXd1RxWmtLcExvaExKAdO1VQTISWWtLTjFZektHY1VnODd1b3BiQXFkUOt3RXJQTnR2eVpQTyt1laONwWMUEKWjV1cD1Pdz
EzUVVCRkd LIWmRHaFpWRkdXWlppY2wyRDNOY2N3anJoQOt6VHILYTEXT LpGSFhmak5sZ21zZWJ0KwpsZkRwMzgreXdxUENBc2taR2VhQV1wWwW9JewWp
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GVDBJILzQwNnV5aX1CNTh3cWhNcOI1INOtTVIpKNytNZ3BkdE0o1CkJyZk54TmU2eDdyZDdNc3BVRVZ5eUFSUEX2TNRZN1ZgNFRITEpvWjQ2MHIVNXBuU
RFo5V2xYKzJzd1VORUY1SXIKZ2gydmFTeksO@cFZoQlFLYzdLZ1J1dW1mMEViemFZeFZkOX1FQ1FJREFRQUIBbOTCQUNHTVpwNXZ6bzc1SE110Q02S
ng0@TFg1R3NHeWZmKO0JJO0DQ2RDh4cE9ObX1ZdE9oNT1JOV1d3M1dOSXVLVmorRDIVNmMvU1Y1cEJPSXR2eGIMCINkaOJhazkvSOhPOF1Bci9TamxKYT
dSWXFLbmhid1Jjd2RGAVhS5WEIVTTRTRDViS2pSUjhpd311S3NvQkkrcXIKZjJ1RkNabzZOTWdYLOM5eDgrbENSZORsZzNhekNRQm1wVWICM2Zmbjd
paDRIc3MzMKR6K29FcEx2TnkyS200RgpUTFVGQOpTCcTFKTXVQN2tVaXI1IWUpzUTFySFcrUINiNEZVN1IpTzkzSjINdStWVmcxROAXMEI4c305eSt0
SDNXC1hJY3B1MGNt0OXN2MzBUZG10cGRWRNZq0XR6ZzJ1bW1lwZTNFcmdQak1lLQjFUWDdtT3BrVXVsZjNKQ1VRYk1JS1UKVDdaajg3vVUNnWUVBN1g3V
np5ZmprU3hFVUOXbEFQbG1DNjJIJKUFJIPajQxQjA5M2dYaHUyQ3hIQ1RKUzdrYVhsSgpTOHFFcjlrV1FvVRFVoMINSR1dhSkhNZy910WJRdAHhBRW15al
FvbE4vSEZ2aEd rWGNNVm1pMXE3ZFdUVjM3aEVCCmExekNPcFVtZWR40WszanpKUkx3b1VaNUtySTROWKkIyOXNwQX1tTEZPbO9oMm16NEtYSXo4ZWN
DZ11FQS94MDYKc1J2NzJGNXI3Um1LSG45cHUYUHJEYKd1SFVGZO1tZHIOMWIONQn1Hem5ZY3E2M2FmM3RacWFEVGs1SnBDTF1DeQpvUEK1UlYvQWdv
QmNmeDhLVZzRpdWOrVTZhOTN2R1FCWkxJY203¢c1k1SnBFSysvYnZTUGNDTzJ1U214¢c3JhZ01PCm50djVOZUxYS1pTelZwcERzZ2hmQXJ3NDUxQmZFc
1TVWOEVwWZi9J0ENnWUJQbnh5eHcxeHFpTG5UQS9kS1djSmUKZ1IsNVZsVXdrcUIRTURKMW4AxQLVSQ2xXS0t0akIJDVG1YMnpYdW10SkVgMWOOM2hHCS
t4ZGtEdDFzMDhBM2NsdQoycOFxV21haCtRTE52cnpUWjBtTUEIMGZhb2cyK20yTnFOZmd1lak9nb250LzZ2tS2ZaZE1BYK5Pc3A1ROCcrSFNZCmQyZV1
uQTISWWwyeTZpMOZsRmY2U1FLQmdRRFAFADd6KOhHREJPaW4wbG5FY2NKMW5zalZ1dUJsUOVEQ313bzcKZzRwb1NaMkJhTFZaV1B1ZWRHcGgrMUMv
aTdwUW1lKaEllallZd3RxMko2UjJImOE9mUDdqVjFLcOXiUGFBRWt6QwpFcnpTVnNBS1hOZkt5MUhMOWIXRzhzaVJIMkZ3MmhQZ0ZUV2JyVGhBcnVFM
m9NaUJrb2kzc041SExXLZzY rSDNxClgxN2dmUUtCZOZYUUw5TzBqOWNYM3FzVUOOKOpyL3JwUXJI1L2t4b1YydFpQZz1jVEpIN3p2dVYrazE2ZFhaTi
SKS202LOtQNWN5UNIzYnFrUXZBYjZHK2x1cUhOQTVvTKk9SalI5bDIOSjNNNn15Y1BrakR2eU8rRVgrUlNDV203QwpiZ2NxeE16Q1BIYmtWSEpsYXd
qczJKaWp5YThOOUV6ENO9YcWFXYU8yakptK2pVVzdsaStmCiOtLSOtRUSEIFITQSBQUKIWQVRFIEtFWSOtLSOtCg==

trainee@kubemaster:~$ 1ls -1 $HOME/.kube/config
-rW------- 1 trainee sudo 5636 sept. 28 12:56 /home/trainee/.kube/config

trainee@kubemaster:~$ su -
Mot de passe :
root@kubemaster:~#

1.2 - System Pod logs

If, at this stage, you haven't found any apparent errors, you should look at the log of the pod kube-system_kube-apiserver-xxxxxxxxxxxxx :

root@kubemaster:~# 1s -1 /var/log/pods

total 28

drwxr-xr-x 6 root root 4096 sept. 4 09:44 kube-system calico-node-dc7hd 3fe340ed-6df4-4252-9ed4e-8c244453176a
drwxr-xr-x 3 root root 4096 sept. 4 13:00 kube-system coredns-565d847f94-tqd8z d96f42ed-
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ebd4-4eb9-8c89-2d80b81lefIocf

drwxr-xr-x 3 root root 4096 sept. 4 12:36 kube-system etcd-
kubemaster.ittraining.loc ddbb10499877103d862e5ce637b18abl

drwxr-xr-x 3 root root 4096 sept. 4 12:36 kube-system kube-apiserver-
kubemaster.ittraining.loc ec70600cac9ca8c8ea9545f1a42f82e5

drwxr-xr-x 3 root root 4096 sept. 4 12:36 kube-system kube-controller-manager-
kubemaster.ittraining.loc 0e3dcf54223b4398765d21e9ebaaebch

drwxr-xr-x 3 root root 4096 sept. 4 12:31 kube-system kube-proxy-x7fpc 80673937-ff21-4dba-a821-fb3b0bl541a4

drwxr-xr-x 3 root root 4096 sept. 4 12:36 kube-system kube-scheduler-
kubemaster.ittraining.loc ¢3485d2a42b90757729a745cd8ee5f7d

root@kubemaster:~# 1ls -1 /var/log/pods/kube-system kube-apiserver-
kubemaster.ittraining.loc ec70600cac9ca8c8ea9545f1a42f82e5

total 4

drwxr-xr-x 2 root root 4096 Sep 16 09:31 kube-apiserver

root@kubemaster:~# 1ls -1 /var/log/pods/kube-system kube-apiserver-
kubemaster.ittraining.loc ec70600cac9ca8c8ea9545f1lad2f82e5/kube-apiserver
total 2420

-rw-r----- 1 root root 1009731 Sep 16 08:19 0. log

-rw-r----- 1 root root 1460156 Sep. 28 12:22 1.log

root@kubemaster:~# tail /var/log/pods/kube-system kube-apiserver-
kubemaster.ittraining.loc ec70600cac9ca8c8ea9545f1lad42f82e5/kube-apiserver/1.log

2022-09-28T11:22:18.406048353+02:00 stderr F Trace[1595276047]: [564.497826ms] [564.497826ms] END

2022-09-28T11:22:18.406064364+02:00 stderr F 10928 09:22:18.405784 1 trace.go:205] Trace[1267846829]: “Get”
url:/apis/coordination.k8s.io/v1/namespaces/kube-system/leases/kube-scheduler,user-agent:kube-scheduler/v1.25.0
(linux/amd64) kubernetes/a866cbe/leader-election,audit-id:1b71bbbb-49ad-4f40-b859-f40b06416452,client:192.
168.56.2,accept:application/vnd.kubernetes.protobuf, */*,protocol:HTTP/2.0 (28-Sep-2022 09:22:17.899) (total

time: 505ms):

2022-09-28T11:22:18.406072365+02:00 stderr F Trace[1267846829]: --- “About to write a response” 505ms

(09:22:18.405)

2022-09-28T11:22:18.406079291+02:00 stderr F Trace[1267846829]: [505.988424ms] [505.988424ms] END

2022-09-28T12:17:17.854768983+02:00 stderr F I0928 10:17:17.854660 1 alloc.go:327] “allocated clusterIPs“
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service="default/service-netshoot” clusterIPs=map[IPv4:10.107.115.28]
2022-09-28T12:22:18.832566527+02:00 stderr F 10928 10:22:18.831876 1 trace.go:205] Trace[338168453]:
“List(recursive=true) etcd3” audit-id:8acb508c-5121-4d18-8f8a-
ed87d01f33b8, key: /pods/default, resourceVersion:,resourceVersionMatch:,limit:500, continue:

10:22:18.063) (total time: 768ms):

2022-09-28T12:22:18.83263296+02:00 stderr F Trace[338168453]:

(28-Sep-2022

[768.168206ms] [768.168206ms] END

2022-09-28T12:22:18.832893075+02:00 stderr F 10928 10:22:18.832842 1 trace.go:205] Trace[238339745]: “List”
url:/api/vl/namespaces/default/pods,user-agent:kubectl/v1.25.0 (linux/amd64) kubernetes/a866cbe,audit-

id:8acbh508c-5121-4d18-8f8a-ed87d01f33b8,client:192.168.56.

2,accept:application/json;as=Table;v=vl;g=meta.k8s.io,application/json;as=Table;v=vlbetal;g=meta.k8s.i0,applicati
(total time: 769ms):

on/json,protocol:HTTP/2.0 (28-Sep-2022 10:22:18.063)

2022-09-28T12:22:18.832902737+02:00 stderr F Trace[238339745]:

(10:22:18.831)

2022-09-28T12:22:18.832908995+02:00 stderr F Trace[238339745]:

- “Listing from storage done” 768ms

[769.149103ms] [769.149103ms] END

Note that when the API server becomes functional again, it is possible to consult the log using the kubectl logs command:

root@kubemaster:~# kubectl get pods -n kube-system
NAME

calico-kube-controllers-6799f5f4b4-2tgpq
calico-node-5htrc

calico-node-dc7hd

calico-node-qgk5kt

coredns-565d847f94-kkpbp

coredns-565d847f94-tqd8z
etcd-kubemaster.ittraining.loc
kube-apiserver-kubemaster.ittraining.loc
kube-controller-manager-kubemaster.ittraining. loc
kube-proxy-ggmt6

kube-proxy-x5j2r

kube-proxy-x7fpc
kube-scheduler-kubemaster.ittraining.loc
metrics-server-5dbb5ff5bd-vh5fz

READY
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS

(12d
(12d
(12d

(12d
(12d

2 (5d3h ago)

(12d
(12d

0
1
1
1
0
1 (12d
1
1
1
1
1
1 (12d

14 (29h ago)

1 (12d

ago)
ago)
ago)

ago)
ago)
ago)

ago)
ago)
ago)

ago)

AGE
42m
24d
24d
24d
42m
23d
23d
23d
23d
23d
23d
23d
23d
23d
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root@kubemaster:~# kubectl logs kube-apiserver-kubemaster.ittraining.loc -n kube-system | tail
Trace[1595276047]: [564.497826ms] [564.497826ms] END

10928 09:22:18.405784 1 trace.go:205] Trace[1267846829]: “Get” url:/apis/coordination.k8s.io/v1/namespaces/kube-
system/leases/kube-scheduler,user-agent:kube-scheduler/v1.25.0 (linux/amd64) kubernetes/a866cbe/leader-
election,audit-id:1b71bbbb-49ad-4f40-b859-f40b06416452,client:192.
168.56.2,accept:application/vnd.kubernetes.protobuf, */*,protocol:HTTP/2.0 (28-Sep-2022 09:22:17.899) (total
time: 505ms):

Trace[1267846829]: --- “About to write a response” 505ms (09:22:18.405)

Trace[1267846829]: [505.988424ms] [505.988424ms] END

10928 10:17:17.854660 1 alloc.go:327] “allocated clusterIPs” service="default/service-netshoot”
clusterIPs=map[IPv4:10.107.115.28]

10928 10:22:18.831876 1 trace.go:205] Trace[338168453]: “List(recursive=true) etcd3” audit-
id:8acb508c-5121-4d18-8f8a-

ed87d01f33b8, key: /pods/default, resourceVersion: ,resourceVersionMatch:,limit:500,continue: (28-Sep-2022
10:22:18.063) (total time: 768ms):

Trace[338168453]: [768.168206ms] [768.168206ms] END

10928 10:22:18.832842 1 trace.go:205] Trace[238339745]: “List” url:/api/vl/namespaces/default/pods,user-
agent:kubectl/v1.25.0 (linux/amd64) kubernetes/a866cbe,audit-id:8acb508c-5121-4d18-8f8a-
ed87d01f33b8,client:192.168.56.
2,accept:application/json;as=Table;v=vl;g=meta.k8s.io,application/json;as=Table;v=vlbetal;g=meta.k8s.io,applicati
on/json,protocol:HTTP/2.0 (28-Sep-2022 10:22:18.063) (total time: 769ms):

Trace[238339745]: --- “Listing from storage done” 768ms (10:22:18.831)

Trace[238339745]: [769.149103ms] [769.149103ms] END

LAB #2 - The Nodes

2.1 - NotReady Status

When a node in the cluster demonstrates a problem, look at the Conditions section in the output of the kubectl describe node command for the
node concerned:
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root@kubemaster:~# kubectl describe node kubenodel.ittraining. loc

Conditions:
Type Status LastHeartbeatTime LastTransitionTime Reason
Message

NetworkUnavailable False Fri, 16 Sep 2022 09:35:05 +0200 Fri, 16 Sep 2022 09:35:05 +0200 CalicoIsUp
Calico is running on this node

MemoryPressure False Wed, 28 Sep 2022 09:17:21 +0200 Sun, 04 Sep 2022 13:13:02 +0200
KubeletHasSufficientMemory  kubelet has sufficient memory available

DiskPressure False Wed, 28 Sep 2022 09:17:21 +0200  Sun, 04 Sep 2022 13:13:02 +0200
KubeletHasNoDiskPressure kubelet has no disk pressure

PIDPressure False Wed, 28 Sep 2022 09:17:21 +0200 Sun, 04 Sep 2022 13:13:02 +0200
KubeletHasSufficientPID kubelet has sufficient PID available

Ready True Wed, 28 Sep 2022 09:17:21 +0200 Thu, 15 Sep 2022 17:57:04 +0200 KubeletReady

kubelet is posting ready status

As a general rule, the NotReady status is created by the failure of the kubelet service on the node, as demonstrated in the following example:

root@kubemaster:~# ssh -1 trainee 192.168.56.3
trainee@l192.168.56.3's password: trainee
Linux kubenodel.ittraining.loc 4.9.0-19-amd64 #1 SMP Debian 4.9.320-2 (2022-06-30) x86 64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Last login: Fri Sep 16 18:07:39 2022 from 192.168.56.2
trainee@kubenodel:~$ su -

Mot de passe : fenestros
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root@kubenodel:~# systemctl stop kubelet

root@kubenodel:~# systemctl disable kubelet

Removed /etc/systemd/system/multi-user.target.wants/kubelet.service.

root@kubenodel:~# exit

déconnexion

trainee@kubenodel:~$ exit
déconnexion

Connection to 192.168.56.3 closed.

root@kubemaster:~# kubectl get nodes

NAME STATUS ROLES
kubemaster.ittraining. loc Ready control-plane
kubenodel.ittraining. loc NotReady  <none>
kubenode2.ittraining. loc Ready <none>

By activating and starting the service, the node regains its Ready status:

root@kubemaster:~# ssh -1 trainee 192.168.56.3
trainee@l92.168.56.3's password: trainee

Linux kubenodel.ittraining.loc 4.9.0-19-amd64 #1 SMP Debian 4.9.320-2 (2022-06-30) x86 64

The programs included with the Debian GNU/Linux system are free software;

AGE
24d
24d
24d

VERSION
v1.25.0
v1.25.0
v1.25.0

the exact distribution terms for each program are described in the

individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

permitted by applicable law.

Last login: Wed Sep 28 09:20:14 2022 from 192.168.56.2
trainee@kubenodel:~$ su -

Mot de passe : fenestros

root@kubenodel:~# systemctl enable kubelet
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Created symlink /etc/systemd/system/multi-user.target.wants/kubelet.service -
/lib/systemd/system/kubelet.service.

root@kubenodel:~# systemctl start kubelet

root@kubenodel:~# systemctl status kubelet
.service - kubelet: The Kubernetes Node Agent

® kubelet

Loaded:
Drop-In:

Active:
Docs:
Main PID:
Tasks:
Memory:
CPU:
CGroup:

sept. 28 09:54.:
sept. 28 09:54.:
sept. 28 09:54.:
sept. 28 09:54.:
sept. 28 09:54.:
sept. 28 09:54:
sept. 28 09:54:
sept. 28 09:54:
sept. 28 09:54:
sept. 28 09:54:
~#

L5996

root@kubenodel

root@kubenodel:

déconnexion
trainee@kubenodel

51
52
52
52
52
52
54
56
56
57

~#

loaded (/lib/systemd/system/kubelet.service; enabled; vendor preset: enable
/etc/systemd/system/kubelet.service.d
L-10-kubeadm. conf

active (running) since Wed 2022-09-28 09:54:49 CEST; 7s ago
https://kubernetes.io/docs/home/
5996 (kubelet)
18 (limit: 4915)
32.1M
555ms
/system.slice/kubelet.service

/usr/bin/kubelet --bootstrap-kubeconfig=/etc/kubernetes/bootstrap-ku

kubenodel.

kubenodel

kubenodel.
kubenodel.
kubenodel.
kubenodel.
kubenodel.
kubenodel.
kubenodel.
kubenodel.

exit

~$ exit

ittraining.
.ittraining.
ittraining.
ittraining.
ittraining.
ittraining.
ittraining.
ittraining.
ittraining.
ittraining.

loc
loc
loc
loc
loc
loc
loc
loc
loc
loc

kubelet[5996] :
kubelet[5996]:
kubelet[5996]:
kubelet[5996] :
kubelet[5996]:
kubelet[5996]:
kubelet[5996] :
kubelet[5996]:
kubelet[5996]:
kubelet[5996]:

10928
10928
10928
10928
E0928
10928
10928
10928
10928
10928

09:

09

09:
09:
09:
09:
09:
09:
09:
09:

54:
:54:
54:
54:

54

54:
54:
54:
54:
54:

51.
52.
52.
52.
:52.
52.
54,
56.
56.
57.

572692
181515
239266
289189
289617
289652
139010
138812
241520
243967

599
599
599
599
599
599
599
599
599
599
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déconnexion
Connection to 192.168.56.3 closed.

root@kubemaster:~# kubectl get nodes

NAME STATUS  ROLES
kubemaster.ittraining.loc Ready control-plane
kubenodel.ittraining. loc Ready <none>
kubenode2.ittraining. loc Ready <none>

LAB #3 - Pods

AGE
24d
24d
24d

VERSION
v1.25.0
v1.25.0
v1.25.0

When a pod in the cluster shows a problem, look at the Events section in the output of the kubectl describe pod command for the pod concerned.

3.1 - The ImagePullBackOff Error

Start by creating the file deployment-postgresql.yaml:

4

- To do: Copy the content from here and paste it into your file.

root@kubemaster:~# vi deployment-postgresql.yaml
root@kubemaster:~# cat deployment-postgresql.yaml
apiVersion: apps/vl
kind: Deployment
metadata:

name: postgresql

labels:

app: postgresql

spec:
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replicas: 1
selector:
matchLabels:
app: postgresql
template:
metadata:
labels:
app: postgresql
spec:
containers:
- image: bitnami/postgresql:10.12.10
imagePullPolicy: IfNotPresent
name: postgresql

Then deploy the application

root@kubemaster:~# kubectl apply -f deployment-postgresql.yaml

deployment.apps/postgresql created

If you look at the created pod, you'll see that there's a ImagePullBackOff error:

root@kubemaster:~# kubectl get pods

NAME READY STATUS
postgresql-6778f6569c-x84xd 0/1 ImagePullBackOff
sharedvolume 2/2 Running
volumepod 0/1 Completed

See the Events section of the describe command output to see what has happens:

root@kubemaster:~# kubectl describe pod postgresql-6778f6569c-x84xd | tail
node.kubernetes.io/unreachable:NoExecute op=Exists for 300s

Events:
Type Reason Age From

RESTARTS
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Normal Scheduled 74s default-scheduler Successfully assigned default/postgresql-6778f6569c-
x84xd to kubenodel.ittraining.loc

Normal Pulling 28s (x3 over 74s) kubelet Pulling image "bitnami/postgresql:10.12.10"

Warning Failed 27s (x3 over 72s) kubelet Failed to pull image "bitnami/postgresql:10.12.10":
rpc error: code = NotFound desc = failed to pull and unpack image "docker.io/bitnami/postgresql:10.12.10": failed
to resolve reference "docker.io/bitnami/postgresql:10.12.10": docker.io/bitnami/postgresql:10.12.10: not found

Warning Failed 27s (x3 over 72s) kubelet Error: ErrImagePull

Normal BackOff 12s (x3 over 72s) Kkubelet Back-off pulling image "bitnami/postgresql:10.12.10"

Warning Failed 12s (x3 over 72s) kubelet Error: ImagePullBackOff

As you can see, there are three warnings

Warning
rpc error:
to resolve

Warning

Warning

Failed 27s (x3 over 72s) kubelet Failed to pull image "bitnami/postgresql:10.12.10":
code = NotFound desc = failed to pull and unpack image "docker.io/bitnami/postgresql:10.12.10": failed
reference "docker.io/bitnami/postgresql:10.12.10": docker.io/bitnami/postgresql:10.12.10: not found
Failed 27s (x3 over 72s) kubelet Error: ErrImagePull

Failed 12s (x3 over 72s) Kkubelet Error: ImagePullBackOff

The first of the three warnings clearly tells us that there's a problem with the image tag specified in the deployment-postgresql.yaml file:
docker.io/bithami/postgresql:10.12.10: not found.

Change the tag in this file to 10.13.0 :

root@kubemaster:~# vi deployment-postgresql.yaml
root@kubemaster:~# cat deployment-postgresql.yaml

apiVersion:

apps/vl

kind: Deployment

metadata:

name: postgresql

labels:

app: postgresql

spec:
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replicas: 1
selector:
matchLabels:
app: postgresql
template:
metadata:
labels:
app: postgresql
spec:
containers:
- image: bitnami/postgresql:10.13.0
imagePullPolicy: IfNotPresent
name: postgresql

Now apply the modification:

root@kubemaster:~# kubectl apply -f deployment-postgresql.yaml

deployment.apps/postgresql configured

3.2 - The CrashLoopBackOff Error

If you look at the second Pod created, you'll see that there is a CrashLoopBackOff error:

root@kubemaster:~# kubectl get pods

NAME READY  STATUS
postgresql-6668d5d6b5-swr9g 0/1 CrashLoopBackOff
postgresql-6778f6569c-x84xd 0/1 ImagePullBackOff
sharedvolume 2/2 Running
volumepod 0/1 Completed

See the Events section of the describe command output to see what has happened with the second pod:

RESTARTS
1 (3s ago)

AGE
46s
5m55s
8d

8d
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root@kubemaster:~# kubectl describe pod postgresql-6668d5d6b5-swr9g | tail

Events:

Type Reason Age From Message

Normal Scheduled 4m3s default-scheduler Successfully assigned
default/postgresql-6668d5d6b5-swr9g to kubenodel.ittraining.loc

Normal Pulling 4m2s kubelet Pulling image "bitnami/postgresql:10.13.0"

Normal Pulled 3m22s kubelet Successfully pulled image
"bitnami/postgresql:10.13.0" in 40.581665048s

Normal Created 90s (x5 over 3m2ls) Kkubelet Created container postgresql

Normal Started 90s (x5 over 3m2ls) Kkubelet Started container postgresql

Normal Pulled 90s (x4 over 3m20s) Kkubelet Container image "bitnami/postgresql:10.13.0"
already present on machine

Warning BackOff 68s (x9 over 3ml9s) Kkubelet Back-off restarting failed container

This time, the Events section gives no indication of the problem!

To get more information about the problem, you can use the logs command:

root@kubemaster:~# kubectl logs postgresql-6668d5d6b5-swr9g | tail

postgresql 08:43:48.60

postgresql 08:43:48.60 Welcome to the Bitnami postgresql container

postgresql 08:43:48.60 Subscribe to project updates by watching
https://github.com/bitnami/bitnami-docker-postgresql

postgresql 08:43:48.60 Submit issues and feature requests at
https://github.com/bitnami/bitnami-docker-postgresql/issues

postgresql 08:43:48.60

postgresql 08:43:48.62 INFO ==> ** Starting PostgreSQL setup **

postgresql 08:43:48.63 INFO ==> Validating settings in POSTGRESQL * env vars..

postgresql 08:43:48.63 ERROR ==> The POSTGRESQL PASSWORD environment variable is empty or not set. Set the
environment variable ALLOW EMPTY PASSWORD=yes to allow the container to be started with blank passwords. This is
recommended only for development.

postgresql 08:43:48.63 ERROR ==> The POSTGRESQL PASSWORD environment variable is empty or not set. Set the
environment variable ALLOW EMPTY PASSWORD=yes to allow the container to be started with blank passwords. This is
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recommended only for development.

The output of the logs command clearly indicates that the problem is linked to the contents of the POSTGRESQL_PASSWORD variable, which is
empty. It also tells us that we could set the value of the ALLOW_EMPTY_PASSWORD variable to yes to get around this problem:

postgresql 08:43:48.63 ERROR ==> The POSTGRESQL PASSWORD environment variable is empty or not set. Set the
environment variable ALLOW EMPTY PASSWORD=yes to allow the container to be started with blank passwords. This is

recommended only for development.
Update the deployment-postgresql.yaml file as follows:

root@kubemaster:~# vi deployment-postgresql.yaml
root@kubemaster:~# cat deployment-postgresql.yaml
apiVersion: apps/vl
kind: Deployment
metadata:
name: postgresql
labels:
app: postgresql
spec:
replicas: 1
selector:
matchLabels:
app: postgresql
template:
metadata:
labels:
app: postgresql
spec:
containers:
- image: bitnami/postgresql:10.13.0
imagePullPolicy: IfNotPresent
name: postgresql
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env:
- name: POSTGRESQL PASSWORD
value: "VerySecurePassword:-)"
Apply the modification:

root@kubemaster:~# kubectl apply -f deployment-postgresql.yaml
deployment.apps/postgresql configured

Note the state of the Pod and the deployment :

root@kubemaster:~# kubectl get pods

NAME READY  STATUS RESTARTS  AGE
postgresql-6f885d8957-tnlbb 1/1 Running 0 29s
sharedvolume 2/2 Running 0 8d
volumepod 0/1 Completed © 8d

root@kubemaster:~# kubectl get deployments
NAME READY UP-TO-DATE AVAILABLE AGE
postgresql 1/1 1 1 14m

Now use the -f option of the logs command to see continuous traces:

root@kubemaster:~# kubectl logs postgresql-6f885d8957-tnlbb -f
postgresql 08:48:35.14

postgresql 08:48:35.14 Welcome to the Bitnami postgresql container
postgresql 08:48:35.14 Subscribe to project updates by watching
https://github.com/bitnami/bitnami-docker-postgresql

postgresql 08:48:35.14 Submit issues and feature requests at
https://github.com/bitnami/bitnami-docker-postgresql/issues
postgresql 08:48:35.15

postgresql 08:48:35.16 INFO ==> ** Starting PostgreSQL setup **
postgresql 08:48:35.17 INFO ==> Validating settings in POSTGRESQL * env vars...
postgresql 08:48:35.18 INFO ==> Loading custom pre-init scripts...
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postgresql
postgresql
postgresql
postgresql
postgresql
postgresql
postgresql
postgresql
postgresql
postgresql
postgresql

postgresql
2022-09-28
2022-09-28
2022-09-28
2022-09-28
2022-09-28
~C

08:
08:
08:
08:
08:
08:
08:
08:
08:
08:
08:

08:
08:
08:
08:
08:
08:

48:
48:
48:

48
48
48
48
48
48
48
48

48
48
48
48
48
48

35.
35.
35.
:47.
:48.
148,
148
148
:48
:48
149

149,
149,
149,
149,
149,
149,

-

18
20
20
94
36
39

.46
.47
.47
.48
.49

50

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

INFO

633 GMT
633 GMT
699 GMT
817 GMT [106] LOG: database system
852 GMT [1] LOG: database system is ready to accept connections

==>
[1]
[1]
[1]

Initializing PostgreSQL database...
pg hba.conf file not detected. Generating it...
Generating local authentication configuration

Starting PostgreSQL in

background. ..

Changing password of postgres
Configuring replication parameters

Configuring fsync

Loading custom scripts.

Enabling remote connections

Stopping PostgreSQL...

** PostgreSQL setup finished! **

** Starting PostgreSQL
LOG: listening on IPv4
LOG: listening on IPv6
LOG: listening on Unix

k%

address “0.0.0.0", port 5432

address “::", port 5432

socket “/tmp/.s.PGSQL.5432"

was shut down at 2022-09-28 08:48:48 GMT

Important : Note the use of ~C to stop the kubectl logs postgresql-6f885d8957-
% tnlbb -f command.

LAB #4 - Containers

4.1 - The exec Command

The exec command can be used to execute a command inside a container in a pod. Let's say you want to check the contents of the PostgreSQL

configuration file, postgresql.conf :
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root@kubemaster:~# kubectl exec postgresql-6f885d8957-tnlbb -- cat /opt/bitnami/postgresql/conf/postgresql.conf |
more

This file consists of lines of the form:
name = value

(The “=" is optional.) Whitespace may be used. Comments are introduced with
“#" anywhere on a line. The complete list of parameter names and allowed
values can be found in the PostgreSQL documentation.

The commented-out settings shown in this file represent the default values.
Re-commenting a setting is NOT sufficient to revert it to the default value;
you need to reload the server.

This file is read on server startup and when the server receives a SIGHUP
signal. If you edit the file on a running system, you have to SIGHUP the
server for the changes to take effect, run “pg ctl reload”, or execute
SELECT pg reload conf()”. Some parameters, which are marked below,
require a server shutdown and restart to take effect.

Any parameter can also be given as a command-line option to the server, e.g.,
“postgres -c log connections=on”. Some parameters can be changed at run time
with the “SET” SQL command.

Memory units: kB kilobytes Time units: ms = milliseconds
MB = megabytes s seconds

GB = gigabytes min = minutes

TB = terabytes h = hours

d = days

HoH K H OH OH HHH OH OHHH H OHOH R HH H R HHHHHH K
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# The default values of these variables are driven from the -D command-line
# option or PGDATA environment variable, represented here as ConfigDir.

#data directory = 'ConfigDir' # use data in another directory

# (change requires restart)

#hba file = 'ConfigDir/pg hba.conf' # host-based authentication file
# (change requires restart)

#ident file = 'ConfigDir/pg ident.conf' # ident configuration file
# (change requires restart)

# If external pid file is not explicitly set, no extra PID file is written.
#external pid file = '' # write an extra PID file
# (change requires restart)

--More- -
Finally, it is of course possible to enter the container itself in order to search for possible problems:

root@kubemaster:~# kubectl exec postgresql-6f885d8957-tnlbb --stdin --tty -- /bin/bash
I have no name!@postgresql-6f885d8957-tnlbb:/$ exit

exit

root@kubemaster:~#
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LAB #5 - Networking

5.1 - kube-proxy and DNS

Use the kubectl get pods command to obtain the names of the kube-proxy and coredns pods:

root@kubemaster:~# kubectl get pods -n kube-system

NAME READY
calico-kube-controllers-6799f5f4b4-2tgpq 1/1
calico-node-5htrc 1/1
calico-node-dc7hd 1/1
calico-node-gk5kt 1/1
coredns-565d847f94-kkpbp 1/1
coredns-565d847f94-tqd8z 1/1
etcd-kubemaster.ittraining.loc 1/1
kube-apiserver-kubemaster.ittraining.loc 1/1
kube-controller-manager-kubemaster.ittraining. loc 1/1
kube-proxy-ggmt6 1/1
kube-proxy-x5j2r 1/1
kube-proxy-x7fpc 1/1
kube-scheduler-kubemaster.ittraining.loc 1/1
metrics-server-5dbb5ff5bd-vh5fz 1/1

Check each pod's logs for any errors:

root@kubemaster:~# kubectl logs -n kube-system kube-proxy-ggmt6 | tail
:32:
:32:
:32:
:32:
:32:
:32:

10916
10916
10916
10916
10916
10916

07
07
07
07
07
07

34.
34.
34.
34.
34.
35.

968850
968975
968988
968995
969002
069078

1

e

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS

0
1
1
1
0
1
1
1
1
1
1
1
1
1

(12d
(12d
(12d

(12d
(12d
(12d

2 (5d4h ago)

(12d
(12d
(12d

4 (31h ago)

(12d

ago)
ago)
ago)

ago)
ago)
ago)

ago)
ago)
ago)

ago)

AGE
160m
24d
24d
24d
160m
23d
23d
23d
23d
23d
23d
23d
23d
23d

shared informer.go:255] Waiting for caches to sync for service config
config.go:226] "Starting endpoint slice config controller"
shared informer.go:255] Waiting for caches to sync for endpoint slice config
config.go:444] "Starting node config controller"

shared informer.go:255] Waiting for caches to sync for node config

shared informer.go:262] Caches are synced for service config
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10916 07:32:35.069147 1 shared informer.go:262] Caches are synced for node config
10916 07:32:35.069169 1 shared informer.go:262] Caches are synced for endpoint slice config
10916 07:33:06.103911 1 trace.go:205] Trace[210170851]: "iptables restore" (16-Sep-2022 07:33:03.886)

(total time: 2216ms):
Trace[210170851]: [2.216953699s] [2.216953699s] END

root@kubemaster:~# kubectl logs -n kube-system coredns-565d847f94-kkpbp | tail

[INFO] plugin/kubernetes: waiting for Kubernetes API before starting server

[INFO] plugin/kubernetes: waiting for Kubernetes API before starting server

.:53

[INFO] plugin/reload: Running configuration SHA512 =
591cf328ccccl2bc490481273e738d159329¢c62c0b729d94e8b61db9961c2fa5f046dd37f1cf888b953814040d180152594972691cd6ff41b
€96639138a43908

CoreDNS-1.9.3

linux/amd64, gol.18.2, 45b0all

5.2 - The netshoot Container

If, at this stage, you haven't found any apparent errors, it's time to create a pod containing a container generated from the nicolaka/netshoot image.
This image contains a large number of pre-installed troubleshooting tools:
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Linux Performance Observability Tools

strace Operating System Hardware Various:
\ ltrace ss nstat sar /proc
opensnoop \ S S/ dmesg dstat
i icati
lsof \-. Applications gethostlatency
fatrace 7
filelif : : execsnog
lp:sta:\ | 1 System Llhranes,:’ f /" ry mpstat P furbostat
\ \ % System Call Interface / ‘,’ / profile showhoost
Ftrace \H'FS SﬂCkEtE nffcp-ut imme
LTTng _ Scheduler % -
i File Systems TCPIUDP softirgs
bpftrace Volume Manager P Virtual -
. Block Device Net Device g [\ Memory * top atop 3
ext 4d:l.3t - - ‘ =13 P:I.dE tat
extdslower /| Device Drivers |\ tinto
(& for btrfs tat PEop
parf msta perf
nfs,xfs,zfs) . teplife slabtop
mdflush tiptop | tcpdump cp
. — topretrans fraa
iostat udpconnect DRAM
biosnoop | I/0 Bridge hardirgs
bislatency criticalstat
bioctop | |
blktrace \ | IO Controller |

| Network Controller |‘-~ numastat
nicstat

| Disk | | Disk | | Disk |

netstat

[Port | [Port | [ Port &7 ip

/ }

SC5l log swapon ethtool snmpget

Create the file nginx-netshoot.yaml:

lldptﬂﬂl hitpiive .I”._I.:.-:. BELH) IIII

- To do: Copy the content from here and paste it into your file.

root@kubemaster:~# vi nginx-netshoot.yaml

root@kubemaster:~# cat nginx-netshoot.yaml
apiVersion: vl
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kind: Pod
metadata:
name: nginx-netshoot
labels:
app: nginx-netshoot
spec:
containers:
- name: nginx
image: nginx:1.19.1
apiVersion: vl
kind: Service

metadata:
name: service-netshoot
spec:
type: ClusterIP
selector:
app: nginx-netshoot
ports:
- protocol: TCP
port: 80

targetPort: 80

Create the pod:

root@kubemaster:~# kubectl create -f nginx-netshoot.yaml
pod/nginx-netshoot created
service/service-netshoot created

Check that the service is running:

root@kubemaster:~# kubectl get services
NAME TYPE CLUSTER-IP EXTERNAL-IP

kubernetes ClusterIP 10.96.0.1 <none>

PORT (S)
443/TCP

AGE
24d
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service-netshoot ClusterIP 10.107.115.28 <none> 80/TCP 5m18s

Now create the netshoot.yaml file:

4

- To do: Copy the content from here and paste it into your file.

root@kubemaster:~# vi netshoot.yaml
root@kubemaster:~# cat netshoot.yaml
apiVersion: vl
kind: Pod
metadata:
name: netshoot
spec:
containers:
- name: netshoot
image: nicolaka/netshoot
command: ['sh', '-c', 'while true; do sleep 5; done']

Create the pod:

root@kubemaster:~# kubectl create -f netshoot.yaml
pod/netshoot created

Check that the pod status is READY :

root@kubemaster:~# kubectl get pods

NAME READY  STATUS RESTARTS  AGE
netshoot 1/1 Running 0 6m7s
nginx-netshoot 1/1 Running 0 9m32s
postgresql-6f885d8957-tnlbb 1/1 Running 0 98m
sharedvolume 2/2 Running 0 8d
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troubleshooting 1/1 Running 0 125m
volumepod 0/1 Completed © 8d

Enter the netshoot container:

root@kubemaster:~# kubectl exec --stdin --tty netshoot -- /bin/bash
bash-5.1#

Test the service-netshoot service:

bash-5.1# curl service-netshoot
<IDOCTYPE html>

<html>
<head>
<title>Welcome to nginx!</title>
<style>
body {
width: 35em;
margin: 0 auto;
font-family: Tahoma, Verdana, Arial, sans-serif;
}
</style>
</head>
<body>

<hl>Welcome to nginx!</hl>
<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
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</body>
</html>

Lastly, use the nslookup command to obtain the IP address of the service:

bash-5.1# nslookup service-netshoot

Server: 10.96.0.10
Address: 10.96.0.10#53
Name: service-netshoot.default.svc.cluster.local

Address: 10.107.115.28

| Important : For more information about the tools included in the netshoot container, see
&% the netshoot page on GitHub.
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